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Abstract– The essential problem of Arabic recognition systems is the several
of Arabic language dialects, especially along with associated noise. There-
fore, low recognition rate is encountered, as a result of such an environment.
In this research paper, the authors presented dialect-independent via so-
phisticated wavelet transform-based Arabic digits classifiers (SWADC). The
proposed classifier is divided into three main blocks: 1) Filtration and wid-
owing. 2) Sophisticated Features Extraction Method by combining Contin-
uous Wavelet Transform (CWT) with Linear Prediction Coefficient (LPC)
and Mel Frequency Cepstral Coefficient (MFCC). 3) Classification by Root
Mean Square Difference Similarity Measure (RDSM) and Feed Forward
Back Propagation Neural Network Classification (FFBPNC). The proposed
classifier provided a high Recognition Rate reaches up to 100%, in some
cases, and an average cases up to 95.9%, for about 450 tested individual dig-
its, based on speaker-independent system.

Keyword: Arabic digits; Wavelet transform; Speech recognition; Cepstral
coefficients; and Neural network.

1. Introduction

At this moment, interactive voice response systems are
increasingly and widely used, especially involving speaker-
independent recognition of a given vocabularies conveyed over
the telephone network or microphone [1]. The recent rising in-
crease of crescendo activity in mobile communication domain
allure new opportunities and shed some lights for applications
of speech recognition including digits and sentences. Text to
speech, or vice versa, as well as incredibly vital issues in many
computer applications, where English language has achieved im-
mense success of the major part of interest. On the other hand,
Arabic language speech recognition has slight attraction; due to
its many nature difficulties, in term of, various dialects and sev-
eral alphabets forms.

The major work of investigation of speech recognition of Ara-
bic language dealing with the morphological structure found in
[2, 3], or the phonetic features in order to recognize the dis-
tinct Arabic phonemes (pharyngeal, geminate and emphatic con-
sonants), and discussed their further implication in a larger vo-
cabulary speech system [4, 5]. This allocate and motivate in-
teresting researchers of Arabic language with different dialect
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at different countries, the applications in term of implementa-
tion of recognition system devoted to spoken isolated words or
continuous speech are not extensively conducted, and only few
examples have been showed, improved and ameliorated in this
research paper to establish a new path of investigation of Arabic
spoken with different dialect. Shoaib in [6] has studied the deriva-
tive scheme, named the Concurrent GRNN, implemented for ac-
curate Arabic phonemes identification in order to automate the
intensity and formants-based feature extraction. The validation
tests expressed in terms of recognition rate obtained with free of
noise speech signals were up to 93.37%. Alotaibi in [7] has in-
vestigated an isolated word speech recognition using the RNN.
The achieved accuracy was 94.5% in term of recognition rate
in speaker-independent mode and 99.5% in speaker-dependent
mode. Amrouche in [8], discussed a lot of Arabic speech recog-
nition systems also.

The Fuzzy C-Means method has been added to the traditional
ANN/HMM speech recognizer using RASTA-PLP features vec-
tors. The Word Error Rate (WER) is over 14.4%. With the same
approach, a method using data fusion gave a WER of 0.8%. How-
ever, this method was tested only on one personal corpus and the
authors indicated that the obtained improvement needed the use
of three neural networks working in parallel. Another alternative
hybrid method was proposed by [9], where the Support Vector
Machine (SVM) and the K nearest neighbor (KNN) were substi-
tuted to the ANN in the traditional hybrid system, but the recog-
nition rate, did not exceed 92.72% for KNN/HMM and 90.62%
for SVM/HMM.

[10] presented a new Algorithm to recognize separate voices
of some Arabic words, the digits from zero to ten. For feature
extraction, transformation and hence recognition, the algorithm
of minimal eigenvalues of Toeplitz matrices together with other
methods of speech processing and recognition were used. The
success rate obtained in the presented experiments was almost
ideal and exceeded 98% for many cases. A hybrid method has
been applied to Arabic digits recognition by [11].

From literatures papers, other researchers, neural networks
were used to identify features of Arabic language such as em-
phasis, gemination and relevant vowel lengthening [7]. This was
studied using ANN and other techniques [12], where many sys-
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tems and configurations were considered including time delay
neural networks (TDNNs). Again ANNs were used to recognize
the 10 Malay digits [13] Saeed and Nammous in [14] has pro-
posed a heuristic method of Arabic digit recognition, using the
Probabilistic Neural Network (PNN). The use of a neural network
recognizer, with a nonparametric activation function, constitutes
a promising solution to increase the performances of speech
recognition systems, particularly in the case of Arabic language.
[15, 16] demonstrated the advantages of the GRNN speech rec-
ognizer over the MLP and the HMM in quiet environment.

Also, the lake of an extremely very noisy environments in-
vestegation, the recognition performance degraded considerably.
Robustness to noise is then essential for professional using recog-
nition systems particularly in mobile networks context [17]. Var-
ious studies have been conducted in this track [18, 19]. Numer-
ous pre-processing techniques have been developed in order to
reduce or eliminate the noise effects in the speech before adding
to a recognizer. Enhancement procedures like spectral subtrac-
tion remove ambient noise [20, 21]. The transmission effects are
reduced using equalization techniques such as cepstral normal-
ization and adaptive filtering [21, 22, 23].

This paper presents a new combination of wavelet Transform
and most popular feature extraction methods: MFCC and LPC.
The main objective of such sophistication conjunction is to create
a dialect-independent and robust to noise spoken Arabic digits
classifier. The remainder of the paper is organized as follows: In
Section 2 we present the brief introduction to Arabic language
and Arabic digits. The proposed method is described in Section
3. The experimental results and discussion in Section 4 followed
in Section 5 by conclusions.

2. Arabic Language

Recently, Arabic language, became one of the most important
and broadly spoken languages in the world, with an expected
number of 350 millions speakers distributed all over the world
and mainly covering 22 Arabic countries. Arabic is Semitic
language that characterizes by the existence of particular con-
sonants like pharyngeal, glottal and emphatic consonants. Fur-
thermore, it presents some phonetics and morpho-syntactic par-
ticularities. The morpho-syntactic structure built, around pattern
roots (CVCVCV, CVCCVC) [24].

The Arabic alphabet consists of 28 letters that can be extended
to a set of 90 by additional shapes, marks, and vowels [25]. The
28 letters represent the consonants and long vowels such asvowels such as

(pronounced as/i:/), andand
. The 28 letters represent the consonants and long 

and (both pronounced as/a:/),
. The 28 letters represent the consonants and long 

(both pronounced as/a:/), 

onounced as/u:/). The short 
(pronounced as/i:/), and

vowels such as and 

(pronounced as/i:/), and

vowels and certain other phonetic information such as (pronounced as/u:/). The short vowels and certain other phonetic
information such as consonant doubling (shadda) are not repre-
sented by letters, but by diacritics. A diacritic is a short stroke
placed above or below the consonant. Table 1 shows the com-
plete set of Arabic diacritics. We split the Arabic diacritics into
three sets: short vowels, doubled case endings, and syllabifica-
tion marks. Short vowels are written as symbols either above or
below the letter in text with diacritics, and dropped all together in
text without diacritics. We find three short vowels: fatha: it rep-
resents the /a/ sound and is an oblique dash over a letter, damma:
it represents the /u/ sound and has shape of a comma over a letter
and kasra: it represents the /i/ sound and is an oblique dash under
a letter as explained in Table 1 [24].

Table 1. Diacritics above or below consonant letter.
Short Vowel Name
(Diacritics)

Diacritics
above or belowbelow letter 

' ' letter ”
(sounds B)

Pronunciation

Fatha /ba/

Damma /bu/

Kasra /bi/
Tanween Alfath /ban/

Tanween Aldam /bun/

Tanween Alkasr /bin/

Sokun /b/

Consequently, it is important to realize that, what we typically
refer to as “Arabic” is not single linguistic variety; rather, it is a
collection of different dialects and socialists. Classical Arabic is
an older, literary form of the language, exemplified by the type of
Arabic used in the Quran. Modern Standard Arabic (MSA) is a
version of Classical Arabic with a modernized vocabulary. MSA
is a formal standard common to all Arabic-speaking countries.
It is the language used in the media (newspapers, radio, TV),
in official speeches, in courtrooms, and, generally speaking, in
any kind of formal communication. However, it is not used for
everyday, informal communication, which is typically carried out
in one of the local dialects.

The dialects of Arabic can roughly be divided into two groups:
Western Arabic, which includes the dialects spoken in Morocco,
Algeria, Tunisia, and Libya, and Eastern Arabic, which can be
further subdivided into Egyptian, Levantine, and Gulf Arabic.
These various dialects differ considerably from each other and
from Modern Standard Arabic. Differences affect all levels of
language, i.e. pronunciation, phonology, vocabulary, morphol-
ogy, and syntax. Table 1 lists examples of the differences be-
tween Egyptianl Arabic Dialect (EAD) and Modern Standard
Arabic. EAD is that dialect which is most widely understood
through-out the Arabic-speaking world, due to a large number of
TV programmes which are produced in Egypt and exported to
other Arabic countries. Native speakers from different dialect re-
gions are for the most part capable of communicating with each
other, especially if they have had some previous exposure to the
other speaker’s dialect. However, widely differing dialects, such
as Moroccan Arabic and the Iraqi dialect, may hinder communi-
cation to the extent that speakers adopt Modern Standard Arabic
as a lingua franca.

Many issues of Arabic language, such as the phonology and
the syntax, do not present difficulty for automatic speech recog-
nition. Standard, language-independent techniques for acoustic
and pronunciation modeling, such as context-dependent phones,
can easily be applied to model of the acoustic-phonetic proper-
ties of Arabic. The most difficult problems in developing high-
accuracy speech recognition systems to Arabic language are the
predominance of non-diacritized text material, the enormous di-
alectal variety, and the morphological complexity.

The principally problem of the dialectal variety, is due to a cur-
rent lack of training data for conversational Arabic; while, MSA
data can readily be acquired from various media sources.

Finally, morphological complexity is approved to present
solemn problems for speech recognition. A high scale of affixa-
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Table 2. Three examples of four different Arabic dialects.
Gloss MSA EAD JAD PAD
’Three’'Three' th-l-thh t-l-th th-l-theh t-l-teh

’Eight’'Eight' th-m-nê-yah t-m-n-yah th-m-n-yeh t-m-n-yeh

’Two’'Two' ?ith-nn te-nn ?ith-nen ?it-nn

tion, derivation etc. contributes to the explosion of unlike word
forms, making if difficult if not impossible to robustly estimate
language model probabilities. Prosperous morphology also leads
to elevated out-of-vocabulary rates and bigger search spaces dur-
ing decoding, thus slowing down the recognition process [3].

Arabic Digits

Arabic digits are from zero to nine are polysyllabic words ex-
cept the first one, zero, which is a monosyllable word [2]. Table
2 shows the 10 Arabic digits along with pronunciation, signals
and number of syllable [7]

Compared to other languages, Arabic digits are much more
elongated. They include two to four syllables, while French, En-
glish and Mandarin digits are single or double syllables. Arabic
digits can be considered as representative elements of language,
because more than half of the phonemes of the Arabic language
are included in the 10 digits. The fricative and plosive conso-
nants are more dominants and characterized by the presence of
noise in the high-frequency band spectrum. In fact, these conso-
nants are easily corrupted by noise sources making. Therefore,
speech recognition systems usually fall to identify them in ad-
verse conditions [24].

Similarities between spoken arabic digits

The similarity between Arabic digits, in term of pronunciation
and signal morphology, may leads to big recognition confusion
rate [7]. In this research paper, the authors, presented some of
these Arabic digits similarities to cover the lake of investigations
of similarities of Arabic digits:

• When digit 0 is investigated against digit 1, we can observe
that the second phonemes in both digits 0 and 1 are vowels
/i/ and /a:/, respectively, and they have high similarity de-
pending on their spectrograms. Power spectral Density
(PSD) of the two digits contains some common maximum
peaks (see Fig.1). An overlap between these phonemes may
occur, hence causing a misleading match between these dig-
its.

• The similarities between digits 0 and 2 are very little and
this result is evident when spectrograms and PSD are stud-
ied. This is also confirmed by the results of digit recognition
system, except noise contaminated digits.

• By investigating digits 1 and 2, we can encounter that there
is a large dissimilarity between these two digits especially
in the second partially of their spectrograms. Digit 2 has
a long vowel in the second syllable and the same syllable
starts with the nasal phoneme /n/ and ends with the same
nasal phoneme.

• Spectrograms of digits 1 and 3 contain big similarities. PSD
of the two digits have common two core peaks at 40 and
10 in the frequency scale (see Fig.1). The digit recognition
systems, always produces immense confusions [7, 14]

• Digit 1 and 4 have the same penultimate phoneme, a short
vowel /a/. There are moderate common peaks in PSD
curves. On the other hand, there were small spectrogram
similarities.

• There is little similarity between digits 2 and 3 in number
and type of syllable.

• Digits 3 and 8 have high pronunciation similarities; the
sounds /h/ and /a/ are the first and second phonemes in both
digits (i.e., the first syllable in both digits are exactly the
same).

• There is a similarity between digits 4 and 5 in the last two
phonemes. Phonemes /a/ and /h/ are the final two phonemes
in both digits. Also the second phonemes in each are also
the same

• There is a large pronunciation dissimilarity between digits
4 and 6. Digit 6 consists mostly of unvoiced. Consonants
namely /s/ and /t/ (twice), while digit 4 consists mostly of
voiced phonemes namely vowels and /r/, /b/, and /?/ conso-
nants. Low similarity between these digits in term of PSD
and spectrogram. There are no recognition system confu-
sions.

• Digits 4 and 7 have a high similarity in term of pronuncia-
tion but are different in term of PSD and spectrogram.

• Digits 6 and 7 have the identical pattern of syllables, CVC-
CVC, and they have the same first phoneme, /s/, but are dif-
ferent in term of PSD and spectrogram.

3. Proposed Methods

In any Arabic recognition system, Various Arabic language
dialects and association noise are the most essential problems.
Thus, low recognition rate is accomplished, as a result of such
limitations [26, 27]. In this paper, we present a sophisticated
wavelet transform-based Arabic digits classifiers. The proposed
classifier is divided into three main blocks as shown in Fig. 3:

• Filtration and widowing:

After the original signal acquisition, Wavelet Filtration (WF) is
performed. For wavelet filters, we start with the scaling function
φ. If wn is the coefficient of the linear combination in Eq. 1, wn

can be generated by the integration in Eq. 2 [28, 29].

φ
( x
2

)
= 21/2

∑

n

wnφ(x − n) (1)

wn =
1

21/2

∫
φ(

x
2

)φ(x − n)dx (2)

Clearly if φ is compactly supported, the sequence wn is finite
and may be viewed as a filter. The filter wn (scaling filter) is a
low-pass Finite Impulse Response (FIR) filter, of length 2N. A
low digital filters output y(k) is interrelated to its input s(k) by
convolution with its impulse responsew(k).

y(k) = w(k) ∗ s(k) =

∞∑

τ=−∞
w(k − τ)s(τ) (3)
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Table 3. Arabic spoken digits: writing, pronunciation, signal and number of syllables.

Digit Digit
Writing

Pronunciation Speech Signal No. of
Syllables

1 w-hid 2

2 ?ith-nn 2

3 th-l-thh 3

4 ′aâr-bâ-?âh 3

5 khm-sâh 2

6 set-th 2

Reverse Biorthogonal Wavelet is proposed, because of its ex-
cellent smoothing capability [16]. This is equivalent to decom-
posing the signal into discrete wavelet transform approximation
coefficients. The proposed low pass filter makes the system more
robust to noise. At this time, the output signal y(k) is windowed

for 20ms segments.

• Sophisticated Extraction:

At this stage, we investigate the utilization of three types of
features extraction methods. This sophisticated approach is pro-
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7 sûb-?âh 2

8 th-m-nê-yah 4

9 tes-âh 2

0 sefr 1

posed to face the dialect-independent and speaker-independent
difficulties. Types are distinguished as:

1. Continuous Wavelet Transform (CWT) and Standard De-
viation Features Extraction Method; this method is imple-
mented by calculating CWT of each window of y(k) signal
over the three levels: low, medium and high. And then, stan-
dard deviation is obtained:

σCWT (2 j) =

√
E

[
(Wy(n))2

]
(4)

for j = 5, 10 and 15 Where Wy = CWTy(n), and n =

1, 2, . . . ,N is the window number. The level determination
as 5, 10 and 15 is according to the sampling frequency of the
speech signal [25, 30]. These levels present low, medium
and high pass bands of the signal frequency. Thus, the
utilizing of this method helps extracting the several signal
features via three frequency bands, instead of whole signal
overlapped bands. Then, three vectors of standard devia-
tions are accomplished.

2. Linear Prediction Coefficient (LPC); LPC of number of co-
efficients equal to 20 for each window is applied. This
number is determined empirically. The reason of utilizing

this method is to exploit the distinct LPC features for such
difficult nature in term of dialect-independent and speaker-
independent.

3. CWT and Mel Frequency Cepstrum Features Extraction
Method: this method is implemented by calculating CWT of
each window of y(k) signal over three levels: low, medium
and high. And then, Mel Frequency Cepstrum Coefficient
is obtained, three matrices are obtained, where each column
in the matrices contains 13 coefficients calculated for each
window:

MFCCCWT (2 j) = MFCC(Wy(n)) (5)

Where,

MFCC (WY (n)) =



C1 C1 ... C1N

C2 C2 ... C2N

.

.

.

.

.

.

...

...

...

.

.

.

C13 C13 ... C13N



(6)
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Fig. 1. Spectrogram PSD of Spoken Arabic digits (from one to five).

• Classification:

The third stage of our classifier system is the classification
stage where the digit features are distinguished based on calcu-
lating maximum similarity between input digit features and the
model digits features, stored in the system memory. Verification
between seven input digit features (three of standard deviations
vectors, one LPC coefficients vector and three of MFCC matri-
ces) and the same model digits features is accomplished by Root
Mean Square Difference Similarity Measure (RDSM):

RDSMi = 100 −
√√√√

∑7

i=1

(
⇀
Fini −

⇀
Fmi)2

⇀
Fin2

i

 × 100 (7)

Where i = 1, 2, . . . 7,
⇀
Fini is input digit features vector and

⇀
Fmi

same model digit features vector. This measure is calculated for
each features vector and matrix of those seven features vectors
and matrices, for input digit at each time, one of stored models.
So that, seven magnitudes are achieved for an individual model.

RDS Mi = [RDS M1RDS M2 . . . ,RDS M7] (8)

Then mean value (Expectation) of RDS Mi is determined for
an individual model

E [RDS Mi] = (
7∑

i=1

RDS Mi)/7 (9)

The classifier decision is taken by determining the maximum
of all E [RDS Mi] calculated for all models stored in the system

E
max

16m6M
[RDS Mi]m for m = 1, 2, . . . , M (10)

Where M is referred to the number of stored digits models.

Alternative Classification Method:

The Feed Forward Back Propagation Neural Network Classi-
fier (FFBPNC) for each features vector of those explained above,
is also investigated. Input digit Features vectors and matrices
are compared with one of stored models features vectors at each
time. So that, the first three input digit features vectors are the
three column vectors matrix input in FFBPNC.

P =



σCWT (25)(1) σCWT (210)(1) σCWT (215)(1)
σCWT (25)(1) σCWT (210)(1) σCWT (215)(1)
. . .
. . .
. . .
σCWT (25)(N) σCWT (210)(N) σCWT (215)(N)



(11)

With the following Target

T =



1 1 1
1 1 0
1 0 1
0 1 1
1 1 1


(12)

Then the same model features are simulated with the output
network parameters (weights and biases). This gives a Simulated
Target (S T ) for each model digit, which in the ideal case (input
digit equal to the model digit) should be equal to the Target. To
accomplish the recognition rate assessment measure we use

RecRate =

(
B − (nnz(T − S T )

B

)
(13)

Where B is the number of elements in T and nnz is the nun
zeros number, which represent the error between T and S T .
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Fig. 2. Spectrogram PSD of Spoken Arabic digits (from six to nine and zero).
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Fig. 3. Block diagram of the SWADC.

Same method is used for defined above each of three
MFCCCWT (2 j) matrices. For LPC measure, tow additional vec-
tor of 25 and 30 coefficients are calculated, in order to be used as
three column vectors matrix input to FFBPNC, because at least,
three column vectors matrix input to FFBPNC is required. As a
result we have three neural networks for each digit to be classi-
fied, which are used for models features simulated.

4. Experimental Results and Discussion

In this research paper, speech signals were recorded via PC-
sound card, with a spectral frequency of 4000 Hz and sampling
frequency of 8000 Hz. For each speaker, the Arabic digits from
zero to nine were recorded 3 times by, in three Arabic dialects:
Egyptian Arabic Dialect (EAD), Jordanian Arabic Dialect (JAD)

and Palestinian Arabic Dialect PAD (tabulated in Tab.2); 3 fe-
males, aged one and four years old along with 11 males partici-
pated in speech digits recording. The recording process was pro-
vided in normal university office conditions.

Our investigation of Dialect-independent classifier system per-
formance with robustness to noise is presenting some experi-
ments depending on several considered aspects, are studied in
the following part of the Section 4.

Experimental-1

Tab.4 shows the results of Recognition Rate, which we de-
fined as Classification Rate in this research paper of the dialect-
independent digits database of the recorded spoken Arabic digits.
We experimented 450 different signals of different individuals.
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Table 4. Recognition Rate of individual Arabic digits and mixed recognized digits.

Digit 1 2 3 4 5 6 7 8 9
45

1 43 2 1
2 31 1
3 37 1
4 1 42 3
5 40
6 36
7 1 1 43
8 1 1 44
9 1 42

Rec. Rate [%] 95 100 100 81 95 100 97 93 98 100
Total
95.9
[%]

Table 5. Recognition individual Arabic digits (0, 1, 2, 3, and 4) and mixed recognized digits via WGN with WF or without.

SNR [dB]
1 2 3 4

With
WF

Without
WF

With
WF

Without
WF

With WF Without
WF

With
WF

Without
WF

With
WF

Without
WF

−2.7302 9 0 0 3 3 3
−0.4221 3 9 0 0 3 3 3
1.8427 3 9 0 0 3 3 3
4.2329 9 9 0 0 3 3 3 3
6.5969 9 9 0 0 3 3 4 3
8.8047 9 9 2 3 3 4 3
11.1756 1 9 2 2 3 3 4 4
13.3849 1 9 2 2 3 3 4 4

The involvement of the experiment provides a study of classifica-
tion capability via RDSM and FFBPNC. The results, contained in
Tab.4, showed the Recognition Rate for every individual spoken
digit. Table 4, also showed the mixed recognition digit for cer-
tain cases. Confused similarity is seen for Arabic digit 3, where
was mixed with digits 1, 7 and 8. So that, less Recognition Rate
was obtained for digit 3. Large mixed recognition between digits
7 and 3 found because of the similarities between these two dig-
its as shown in Fig. 2. Some confusing results were observed
between 4 and 1, and between 2 and 9. For example, Digits
4 and 1 have the same penultimate phoneme a short vowel /a/.
There are number of common peaks in PSD curves for the digits
given above. Despite the fact of, digits 4 and 2 have no impor-
tant phonetic or syllable morphological similarities, same mixed
recognition results were observed. A comparison Between 4 and
9, was found with some confusing results as shown in table 4.
This occurs because of large morphological and pronunciation
similarities (4-′aâr-bâ-?âh and 9- tes-âh).

Two kinds of classification methods were used, FFBPNC and
RDSM for classification extracted features. It important to state
that, these two methods have nearly same Recognition Rate,
but different computational time needed for FFBPNC over the
RDSM method by 3.

Experimental-2
In experiment-2, wavelet transform was added to WF block to

compare the effect of utilizing feature extracting with and with-
out as shown in Tab.5 in addition with the CWT as shown in

Tab.6. The system performance associated with noise is exam-
ined using White Gaussian Noise (WGN). WGN is added to the
digits speech signals based on Gaussian Density defined mathe-
matically as:

fX(x) =
1

σX
√

2π
e
−(x−µX )2

2σ2
X

Where µ is mean value and σ is standard deviation of a random
variableX. The noise process N(t) is called white noise if the
power density spectrum is a constant at all frequenciesPNN(ω) =

No/2, and autocorrelation RNN = (NO/2)δ(τ), where NO is a real
positive constant and δ(τ) is unit-impulse function. The results
were obtained at different SNR levels (Tab.5). The results prove
the effect of such utilization on robustness to noise.

Experimental-3

In experiment-3, A comparison between the proposed classi-
fier (SWADC) and Alotaibi classifier [7] was investigated. The
aspect of comparison is based on adding White Gaussian Noise
to five Arabic digits signals, in different magnitude, as shown in
Tab.7. The two classifiers are implemented to the same signals
via several SNR. The aim of this implementation is to investigate
the classifiers robustness to noise degree. We conclude accord-
ing to the results contained in Tab.7 that the proposed classifier
has superior performance. In term of Recognition Rate in dialect-
independent system, and according to our results, Alotaibi classi-
fier has considerable results about 80%. Taking in consideration
the proposed classifier Recognition Rate contained in Tabl.4 was
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Table 6. Recognition individual Arabic digits (2, 6, 7, 8, and 9) and mixed recognized digits via WGN with CWT or without.

SNR
2 6 7 8 9
With
CWT

Without
CWT

With
CWT

Without
CWT

With
CWT

Without
CWT

With
CWT

Without
CWT

With
CWT

Without
CWT

−4.5718 0 0 0 0 0 0 0 0 0 0
−2.2667 0 0 0 0 0 0 0 0 0 0
0.0372 0 0 0 3 0 0 0 0 0 0
2.2626 0 0 0 3 0 0 0 0 0 0
4.6439 0 0 0 3 0 0 0 0 0 0
7.1312 2 3 0 0 0 0 0 0
9.3465 2 3 0 0 0 0 0 0
11.4867 2 3 0 8
14.2551 2 2 3 1 0 0 8 9
16.0557 2 6 1 0 0 8 8 9 9
20.0322 2 2 6 6 8 8 9 9
23.4214 2 2 6 6 7 1 8 8 9 9

Table 7. Comparison between SWADC and Alotaibi classifiers in term of noise robustness.

SNR
2 6 7 8 9

Alotaibi SWADC Alotaibi SWADC Alotaibi SWADC Alotaibi SWADC Alotaibi SWADC
−4.5718 6 0 8 3 0 0 0 0 9
−2.2667 6 0 8 3 0 0 0 1 9
0.0372 6 0 8 3 0 0 0 3 9 9
2.2626 6 0 8 3 0 0 0 8 9 9
4.6439 6 0 8 6 9 0 0 8 9 9
7.1312 6 2 8 6 9 0 0 8 9 9
9.3465 2 2 8 6 9 0 0 8 9 9
11.4867 2 2 8 6 5 8 9 9
14.2551 2 2 6 6 5 0 0 8 9 9
16.0557 2 2 6 6 5 0 0 8 9 9
20.0322 2 2 6 6 5 8 9 9
23.4214 2 2 6 6 5 7 8 8 9 9

95.9%, we state that it has superior performance than Alotaibi
classifier. The results were obtained at different SNR levels
(shown in Tab.5) provides the benefits of WF and CWT in facing
the noise difficulties at considerable degree. The reason of this
success is based on the utilization of the sophisticated features
extraction method, with several mathematical aspects proposed
in this research paper.

5. Conclusion

The sophisticated features extraction method with several
mathematical aspects (Continuous Wavelet Transform with LPC
and MFCC) is proposed. This sophisticated approach is proposed
to face the dialect-independent and speaker-independent difficul-
ties. Root Mean Square Difference Similarity Measure and Feed
Forward Back Propagation Neural Network Classification are uti-
lized in the classification part of the proposed classifier. The pro-
posed classifier has high Recognition Rate reached up to 100%,
in some cases, and the average rate reached up to 95.9%, for
about 450 tested digits signals. The results also provided the ef-
fect of such utilization on robustness to noise. The comparison
between the proposed classifier and Alotaibi classifier was in-

vestigated. We concluded, according to the results contained in
Tab.7 that proposed classifier has superior performance. In term
of Recognition Rate in dialect-independent system according to
our implementation results, Alotaibi classifier has considerable
results about 80%, less than proposed classifier. The reason of
this success is the utilization of the sophisticated extraction based
on Wavelet Transform in conjunction with LPC and MFCC.
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